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Abstract—The security community has witnessed a significant
increase in the number of different types of security threats.
This situation calls for the design of new techniques that can
be incorporated into security protocols to meet these challenges
successfully. An important tool for developing new security proto-
cols as well as estimating their effectiveness is game theory. This
game theory framework usually involves two players or agents:
1) a protector and 2) an adversary, and two patterns of agent
behavior are considered: 1) selfish behavior, where each of the
agents wants to maximize his payoff; and 2) leader and follower
behavior, where one agent (the leader) expects that the other
agent (the follower) will respond to the leader’s strategy. Such
an approach assumes that the agents agree on which strategy to
apply in advance. In this paper, this strong assumption is relaxed.
Namely, the following question is considered: what happens if it
is unknown a priori what pattern of behavior the adversary is
going to use, or in other words, it is not known, what game he
intends to play? Using a simple game-theoretic model, it is shown
that the protector can lose if he does not take into account the
possibility that the adversary can play a game other than the
one the protector has in mind. Further considered is a repeated
game in which the protector can learn about the presence of an
adversary, and the behavior of belief probabilities is analyzed in
this setting.

Index Terms—Bayesian equilibrium, Bayesian learning, Nash
equilibrium, network protection, Stackelberg equilibrium.

I. INTRODUCTION

THE INCREASE in Web services and online operations
for various industries and critical businesses has led to

an increase in different threats and malicious activities. For
example, the financial system might suffer such threats, as
was pointed out by Treasury Secretary J. Lew in a speech
at the hedge-fund-focused Delivering Alpha Conference [1].
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In addition to direct damage such successful cyberattacks
against the financial sector can also cause long-term problems
by reducing confidence in the market and creating economic
instability. Not only the financial system can suffer from cyber-
attacks. For example, cyberattacks on electric utilities can be
devastating, since “taking down an electric grid, especially one
that serves a major city, could do real damage to the economy
and may indirectly cost lives” [2]. Even the U.S. govern-
ment can suffer such attacks. “The USIS (U.S. Investigations
Services), which provides background checks for the U.S. gov-
ernment was recently hacked. This is the second data breach
in a few months that threaten the U.S. government” [3].

These increasing threats call for designing new paradigms
that can be incorporated into security protocols. An impor-
tant tool for designing security protocols as well as estimating
their effectiveness is game theory. This is due to the fact
that, in general in security problems, there are two groups
of agents having opposing goals. Say, in a network, the first
groups of agents are the protectors (such as intruder detec-
tion systems), who aim to protect the network. The second
groups of agents are the adversaries (or adversary) who intend
to intrude on or damage the network. Surveys of research
contributions that analyze and solve security and privacy prob-
lems in computer networks via game-theoretic approaches can
be found in [4] and [5]. A survey paper [6] on security
games describes the research challenges for applying game
theoretic methods in security systems. Among such research,
for example, Sagduyu et al. [7] suggested a jamming game
for power-controlled medium access with dynamic traffic, a
game-theoretic approach for eavesdropping and jamming in
next-generation wireless networks was suggested in [8], mali-
cious users in collaborative networks are modeled in [9],
challenges in applying game theory to the domain of informa-
tion warfare are discussed in [10], static and dynamic games
for infrastructure security are suggested in [11], stochastic
games for security in networks with interdependent nodes
were investigated in [12], and bandwidth scanning strate-
gies to detect illegal intrusion in a network are described
in [13] and [14]. Also, game theory has been applied to fight
jamming with jamming [15], for resource allocation in wire-
less networks between users [16] and channels [17] in the
presence of a jammer, to ad hoc networks [18] and for node
protection [19].

In such settings usually two patterns of the agents’ behavior
are considered: 1) selfish, or Nash, behavior, in which each of
the agents wants to maximize his payoff and 2) leader and fol-
lower, or Stackelberg, behavior, when one agent (the leader)
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expects that the other agent (the follower) will apply his best
response to maximize his payoff for each fixed leader’s strat-
egy. Then, in turn, the leader maximizes his payoff after incor-
porating the follower’s best response strategy. This approach
assumes that the agents agree on the mode of decision-making
in advance.

The main contribution of this paper is to analyze scenar-
ios that relax the assumption that the players always have
to follow the same pattern of behavior. Taking into account
the possibility of diversionary tactics by the adversary from
his expected pattern of behavior can be considered as taking
into account the human factor. For example, as it is now real-
ized, the economic turmoil of the previous decade [20] may
have been due in part to reliance on economic models that
did not take into account that the participants of the market
might not behave as predicted by standard game models. In a
Stackelberg duopoly model, it is assumed that the first player
is the leader, while the second player is the follower. This
model works nicely while both players assume such a rela-
tionship. If one day the second player changes his mind in
committing to the best response policy, and instead plays self-
ishly, the first player’s payoff might be effected negatively by
such an unexpected behavior.

Using a simple game-theoretic model, we first show that the
protector can lose if he does not take into account the possibil-
ity that the adversary can play a game other than the one the
protector has in mind. We further show that incorporating into
the protector’s strategy, the possibility that the adversary might
play another game allows the protector to increase his payoff.
We note that such an approach can be useful in a wide spec-
trum of problems, even, for example, analyzing such problems
as the starting point of the Ukrainian crisis of 2014. Namely,
Cohen in The Nation [21] wrote that since the 1990s Russia
was treated as a follower in decision-making. So, it was not
taken into account that in some situations it might prefer not
to play as a follower, but rather would prefer to play its own
Nash equilibrium strategy. If the possibility of such a situation
had been taken into consideration from the beginning, as we
suggest, it could be possible to gain in payoff compared to con-
sidering only the Stackelberg scenario, or the Nash scenario.

Since our model involves incomplete information about
what kind of game the adversary means to play, we will apply
a Bayesian approach, which has been widely used for mod-
eling network security problems, such as intrusion detection
in wireless ad hoc networks [22]–[24], attack-type uncertainty
on a network [25], the effects on an unknown eavesdropper on
a wireless transmitter [26], or allocation of limited resources
for critical infrastructure protection [27], [28].

A Bayesian approach is characterized by asymmetric infor-
mation the agent may have. Comprehensive analyses of
various asymmetric-information zero-sum repeated games are
given in [29]. A game theoretic model of an attacker against
an intelligent network, where the attacker seeks to degrade
network operations while the network adapts its operations to
counteract the effects of the attacker is investigated in [30].
A general approach to solve two-player zero-sum stochastic
games where only one of the players is informed of the state
at each stage is discussed in [31].

The organization of this paper is as follows. In Section II,
we first formulate the considered problem in selfish and
leader–follower scenarios. In Section III, we formulate and
solve a Bayesian game, in which the game the adversary will
play is random. In Section IV, we solve the repeated version of
the considered game in which the belief about the opponent’s
game is adapted. In Section V, the conclusions are presented.
Proofs of the obtained results are contained in an appendix.

II. BASIC SECURITY MODEL

In this section, we formulate a basic security model. A net-
work may be under attack by an adversary attempting to
intrude on it in order to perform a damaging action, say, to
steal data. We consider the network as an abstract one, not
specifying its topology. There is a protector (owner, or man-
ager of the network), who wants to protect the network. Also,
an adversary may be present, and if so, wants to intrude on
the network. We assume that the protector cannot observe the
intrusion, but can suffer from the effects of a successful intru-
sion. The a priori probability that the adversary is present is
given by q1, and with probability q0 = 1−q1 he is not present.
To increase the protection level of the network, the protector
has some resources. To intrude into the network, the adver-
sary also has some resources. We consider these protection
and intrusion resources to be abstract ones, not specifying how
they can be allocated within the network. Let x be the resource
effort the protector applies to protect the network, and y be
the resource effort applied by the adversary to intrude into the
network. Let P(x, y) be the probability of successful intrusion
into the network, when protection effort x and intrusion effort
y are employed. In this paper, we assume that this probabil-
ity is proportional to the fraction of effort put forth into the
attack, that is

P(x, y) = y

d + x + y
(1)

where d is an initial level of network security. This is the ratio-
form contest success function commonly used in the attack-
defense literature [32], [33], corresponding to the scenario for
d > 0, where inherent protection is allowed [34]. If d = 0,
there is no inherent (or free) protection [35]. It is clear that
P(x, y) is monotonically increasing in y from 0 at y = 0 to 1
as y tends to infinity, and it is decreasing in x from y/(d + y)
at x = 0 to zero as x tends to infinity.

Furthermore, let RP be the value of protected assets in
the network and CP be the protection cost per unit protec-
tion effort. Similarly, let RA be the adversary’s reward for a
successful intrusion and CA be the intrusion cost per unit of
applied intrusion effort. The expected payoff to the protector
is the difference between the value of the protected assets and
protection cost, that is

vS
P(x, y) = q1vP(x, y) + q0vP(x, 0) (2)

with

vP(x, y) = RP(1 − P(x, y)) − CPx.
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The payoff to the adversary is the difference between the value
of a successful intrusion and the intrusion cost, that is

vA(x, y) = RAP(x, y) − CAy. (3)

A. Selfish Pattern of Behavior

In this section, we deal with a selfish pattern of behav-
ior, in which each player designs his optimal behavior as the
best response to his rival’s strategy. Namely, x∗ and y∗ form
a (Nash) equilibrium if and only if

x∗ = BRS
P(y∗) = argx max vS

P(x, y∗)
y∗ = BRA(x∗) = argy max vA(x∗, y)

or, equivalently, the following inequalities hold for any pair of
strategies (x, y):

vS
P(x, y∗) ≤ vS

P(x∗, y∗)
vA(x∗, y) ≤ vA(x∗, y∗). (4)

Since the payoff vS
P is concave in x and vA is concave in y, the

game has an equilibrium [36]. The following theorem gives
the equilibrium explicitly.

Theorem 1: The considered (Nash) game has a unique
equilibrium (xS, yS) given as follows:

xS =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0,
d

RA
≥ 1

0,
d

RA
< 1,

RP

RA

√
d

√
RA − √

d
≥ q1

RA

(
q1RP

RA + q1RP

)2

− d,
d

RA
< 1,

RP

RA

√
d

√
RA − √

d
< q1

(5)

yS =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, 1 ≤ d

RA
√

RAd − d,
d

RA
< 1,

RP

RA

√
d

√
RA − √

d
≥ q1

q1RP

(
RA

RA + q1RP

)2

,
d

RA
< 1,

RP

RA

√
d

√

RA − √
d

< q1

(6)

where RP = RP/CP is the asset value to protection cost ratio,
and RA = RA/CA is the adversary’s benefit to intrusion cost
ratio.

Thus, if the adversary’s benefit to cost ratio is smaller
than the initial level of security d, there is no reason for
the adversary to intrude and for the protector to increase
the level of security. Otherwise, if the probability that the
intruder is present in the network is small, that is, q1 ≤
(RP/RA)(

√
d/(
√

RA − √
d)), then the protector does not con-

sider such a threat as essential, and keeps on maintaining the
initial level of security. As q1 increases further, the protector
begins increasing its level of security.

B. Leader–Follower Pattern of Behavior

In the leader–follower pattern of behavior, one of the rivals
is a leader, and the other is a follower. In our case, the protec-
tor is a leader, and the adversary is a follower. We assume that

with probability q2 such an adversary is present in the network
and with probability q0 = 1−q2 he is not present. For a fixed x,
the adversary designs his strategy as the best response to x, i.e.,
y = BRA(x). The protector, taking into account such adver-
sarial behavior, assigns his strategy to maximize his expected
payoff, that is

x = argx max vL
P(x, BRA(x))

where

vL
P(x, y) = q2vP(x, y) + q0vP(x, 0).

Note that, we use the term “pattern of behavior” on purpose,
as we do not split the game into two steps. We assume that all
actions are taken simultaneously based on a priori knowledge
(say, from previous experience) that this adversary always acts
as a follower. This assumption is natural for problems such as
network security, in which the protector cannot observe the
intrusion itself, but can suffer its consequences (say, as in the
theft of credit card numbers [37]).

For the considered model, the best response strategy BRA(x)
is given as follows:

y = BRA(x) =
{√

RA(d + x) − d − x, x < RA − d

0, x ≥ RA − d.
(7)

Thus

vL
P(x, BRA(x)) = RP − CPx

+

⎧
⎪⎪⎨

⎪⎪⎩

q2RP

⎛

⎝
√

d + x√

RA

− 1

⎞

⎠, x < RA − d

0, x ≥ RA − d.

(8)

Note that vL
P(x, BRA(x)) is continuous in x, concave for

x ≤ RA − d, and linearly decreasing for x ≥ RA − d.
Also, vL

P/(dx)|x↑RA−d > −Cp = vL
P/(dx)|x↓RA−d. Thus,

vL
P(x, BRA(x)) is concave in x, the game has a unique

(Stackelberg) equilibrium, and the following theorem gives it
explicitly.

Theorem 2: The considered leader–follower game has a
unique equilibrium (xL, yL), where

xL =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, d
RA

≥ 1

0, d
RA

< 1, q2 ≤ 2
√

RAd
RP(

q2RP
)2

4RA
− d, d

RA
< 1,

2
√

RAd
RP

< q2 < 2RA
RP

RA − d, d
RA

< 1, 2RA
RP

≤ q2

(9)

yL = BRA
(
xL)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, d
RA

≥ 1
√

RAd − d, d
RA

< 1, q2 ≤ 2
√

RAd
RP

q2RP
2

(
1 − q2RP

2RA

)
, d

RA
< 1,

2
√

RAd
RP

< q2 < 2RA
RP

0, d
RA

< 1, 2RA
RP

≤ q2.

(10)

Similar to the selfish pattern of behavior, if the adversary’s
benefit to cost ratio is smaller than the initial level of secu-
rity d, then there is no reason for the adversary to intrude and
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for the protector to increase the level of security. Otherwise,
there is a threshold value of the probability for the adversary
to be in the network, q2 = (2

√
RAd)/RP such that for smaller

probabilities the protector does not consider such a threat as
critical and keeps on maintaining the initial level of security.
Meanwhile for higher probabilities, the protector applies extra
security effort. There is also a difference with the selfish pat-
tern of behavior. Namely, if the benefit to cost ratio of the
protected assets is larger than twice the adversary’s benefit to
cost ratio, i.e., RP > 2RA, and if the probability that the adver-
sary is present is large enough, then the protector increases the
protection effort, thereby scaring the adversary away.

III. UNKNOWN ADVERSARIAL INTENSIONS

In this section, we assume that it is unknown to the protector
what game the adversary intends to play. It is only known that
with probability q1, he can act as a selfish player, and with
probability q2, he can act as a follower, with q1 + q2 ≤ 1.
So, q0 = 1 − q1 − q2 gives the probability that the adver-
sary is not present. To deal with this situation, we have to
apply a Bayesian approach, introducing two types of adver-
saries according to the game the adversary plays. Denote by
y1 and y2, the strategies employed by the adversary accord-
ing to his type. Then, if the protector employs strategy x,
we have that y2 = BRA(x). Thus, the expected payoff to the
protector is

EvP

(
x, y1

)
= q1vP

(
x, y1

)
+ q2vP(x, BRA(x)) + q0vP(x, 0)

(11)

where q0 = 1 − q1 − q2.
The payoff to the adversary of type 1 is vA(x, y1).
We look for equilibrium strategies. Note that, in general, the

payoff (11) can be nonconcave in x, and so the game may not
have an equilibrium [36]. In the considered model, however,
using (1), (2), and (8), this payoff becomes

EvP

(
x, y1

)
= q1

(

RP
d + x

d + x + y1
− CPx

)

+ q2

⎧
⎪⎪⎨

⎪⎪⎩

⎛

⎝RP
√

d + x√

RA

− CPx

⎞

⎠, x < RA − d

(RP − CPx), x ≥ RA − d

+ q0(RP − CPx). (12)

It is clear that the payoff EvP is now concave in x as the sum of
two concave functions. Since vA(x, y1) is concave in y1, the
game has an equilibrium [36]. The following theorem gives
this equilibrium explicitly.

Theorem 3: The considered game has a unique equilibrium
(x, y1, y2).

1) If

1 ≤ d

RA
(13)

then (x, y1, y2) = (0, 0, 0).

Fig. 1. Possible gain in the protector’s payoff as the function
max{EP((1 − q0)/2, (1 − q0)/2, q0) − RP(1 − P(xL, yL)) − CPxL, 0}.

2) If

d

RA
< 1 <

(
q1 + q2/2

)
RP

RA + RPq1
(14)

then (x, y1, y2) = (RA − d, 0, 0).
3) If

(
q1 + q2/2

)
RP

RA + RPq1
<

√
d

RA
< 1 (15)

then (x, y1, y2) = (0,
√

RAd − d,
√

RAd − d).
4) If

√
d

RA
<

(
q1 + q2/2

)
RP

RA + RPq1
< 1 (16)

then

x = RA

((
q1 + q2/2

)
RP

RA + RPq1

)2

− d

y1 = y2 =
(
q1 + q2/2

)
RARP

(
RA − q2RP/2

)

(
RA + RPq1

)2 . (17)

Note that the equilibrium strategies of both adversary types,
y1 and y2, coincide. This can be explained by the fact that
both of them are the best response strategies to the protector’s
strategy x. However, the intuitions behind these strategies are
different. For the second adversary type, due to its follower
nature, y2 is just the best response strategy to x. Meanwhile
for the first adversary type, due to its selfish nature, it is a
solution to the best response equations.

Note that such strategies equalize the probability of protec-
tion against each type of adversary. This phenomena is typical
for search games where an equalizing protection level strategy
quite often turns out to be an equilibrium strategy [38]–[40].
Also, as is shown in the next section, in spite of this simi-
larity, in the repeated version of the game, the protector can
improve his belief about the adversary’s presence of the cor-
responding type in an attempt to understand the exact type of
the adversary.

Denote by EP(q1, q2, q0), the optimal payoff to the protec-
tor. As a numerical illustration to compare these payoffs for
this equilibrium, we consider RA = 1, RP = 1, CP = 0.01,
CA = 0.05, and d = 0.1. Fig. 1 illustrates the gain in the
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protector’s payoffs max{EP((1−q0)/2, (1−q0)/2, q0)−RP(1−
P(xL, yL)) − CPxL, 0}, if the protector takes into account that
the adversary sometimes might prefer to divert from a role as
a follower in a Stackelberg pattern of behavior.

IV. ADAPTING BELIEF ON MALICIOUS THREAT

In this section, we consider the protection problem as a
game that is played repeatedly at time slots t = 1, 2, . . ..
Thus, it is not a sequential game, but rather it is the same
game played repeatedly. We examine two scenarios to build
protection.

1) Inherent protection is constant, i.e., the initial level di of
security for each time slot i is the same, i.e., di = d for
each i. Thus, the current level of protection is the sum
of the initial level d and current protection effort xi.

2) Inherent protection is cumulative, i.e., the initial level
di of security for each time slot i is the initial level of
security at the beginning plus the accumulated protection
efforts for all the previous time slots, di = d +∑i−1

j=1 xj,
where xj is the protection effort at time t.

At the beginning of each time slot, the protector adapts
his belief regarding the adversary’s presence in the network.
Namely, the protector adjusts his protection strategy to an
adapted belief on the existence of the threat. The adver-
sary, if he is present in the network, can adjust also his
intrusion efforts at the beginning of the next time slot after
taking into account any perception he might have regarding the
adjusted protector’s belief. If the adversary performs a success-
ful attack, the game is over. To gain insight into the problem
here, we consider the rule in which the adaptation takes into
account the result of the protection only in the previous time
slot (i.e., not upon any other previous time slot). Since qm is
the probability that the adversary of the corresponding type (m)
is present in the network, then at the beginning of the first time
slot the protector’s belief about the adversary’s presence of the
corresponding type will be denoted as qm

1 = qm for m = 1, 2,

and the belief that the adversary is not in the network will be
denoted as q0

1 = 1 − q1
1 − q2

1 = q0. In the first time slot, the
rivals apply the equilibrium strategies x1 and (y1

1, y2
1) given by

Theorems 1–3 according to the original belief. The probabil-
ity that the adversary type m fails to intrude is 1 − P1(x1, ym

1 )

with P1(x1, ym
1 ) = P(x1, ym

1 ) and m = 1, 2. In deriving the
revised probabilities that the adversary is in the network if
the attack was unsuccessful, we use the same approach as in
obtaining the posterior probability after an unsuccessful search
of an object in a box that might be hidden [11], [41]. Then,
by Bayes’ formula, the revised probability that the adversary
is in the network is given as follows:

qm
2 = qm

1

(
1 − P1

(
x1, ym

1

))

q0
1 + q1

1

(
1 − P1

(
x1, y1

1

))+ q2
1

(
1 − P1

(
x1, y2

1

)) .

Thus, here we deal with the simplest learning mecha-
nism. For examples of more advanced learning mechanisms,
say, multiple-instance learning and reinforcement learning
see [42] and [43].

It is clear that qm
2 < qm

1 . Taking into account this adapted
belief, the rivals repeat the game in the second time slot, if the

attack on the first time slot was not successful, and the game
is repeated until the attack is successful.

Let xk, (y1
k, y2

k) and qm
k be the equilibrium strategies and the

adapted belief for time slot k. Then

qm
k+1 = qm

k

(
1 − Pk

(
xk, ym

k

))

q0
k + q1

k

(
1 − Pk

(
xk, y1

k

))+ q2
k

(
1 − Pk

(
xk, y2

k

)) (18)

with

Pk
(
xk, ym

k

) =

⎧
⎪⎪⎨

⎪⎪⎩

ym
k

d + xk + ym
k

, for scenario 1)

ym
k

d +∑k
i=1 xi + ym

k

, for scenario 2).

Since qm
1 > qm

2 > qm
3 >, . . . , while either Pk < 1 or q1

k > 0
and q2

k > 0, this belief learning process continues until the
first successful attack or creating the ideal protection when the
adversary stops his attempt to break through the established
protection.

Since y1
k = y2

k , it follows that P(xk, y1
k) = P(xk, y2

k). Hence
the posterior probabilities do not allow us to identify the
adversary’s type. However, we can still obtain the posterior
probabilities of the presence of each adversary type, and,
by (18), their convergence rates remain the same

q2
k+1

q2
k

= q1
k+1

q1
k

. (19)

Then, based on Theorem 3, the following results are
obtained.

1) If the initial condition is

1 ≤ d1

RA
(20)

then y1
1 = y2

1 = x1 = 0. So, d2 = d, and (20) also holds
with d2 instead of d1. Thus, y1

i = y2
i = xi = 0 and the

initial protection is perfect in that there is no reason to
improve it or to attempt to break through it.

2) If the initial condition is

d1

RA
< 1 <

(
q1

1 + q2
1/2

)
RP

RA + RPq1
1

(21)

then
(

x1, y1
1, y2

1

)
= (

RA − d, 0, 0
)
. (22)

Thus, qm
2 = qm

1 for m ∈ [0, 2]. Then:
a) for scenario 1), the condition (15) holds with qm

2
instead of qm

1 . So, the protector applies a constant
protection effort, and it keeps the adversary away
from intrusion;

b) for scenario 2), by (22), d2 = RA. Thus, the con-
dition (20) holds with d2 instead of d1. Thus,
y1

i = y2
i = xi = 0 for i ≥ 2 and the perfect pro-

tection is achieved in that there is no reason to
improve it or to attempt to break through it.

3) If the initial condition is
(
q1

1 + q2
1/2

)
RP

RA + RPq1
1

<

√
d1

RA
< 1 (23)
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then
(

x1, y1
1, y2

1

)
=
(

0,

√

RAd1 − d1,

√

RAd1 − d1

)

. (24)

Thus, d2 = d1 = d for both scenarios. Then, due to the
monotonically decreasing nature of qm

i for m = 1, 2, (23)
also holds with qm

2 and d2 instead of qm
1 and d1.

This makes this case different from (bi). The protector
believes that the adversary might be present in the net-
work, and still it might be expensive for him to increase
the protection. Meanwhile the adversary, if he is present,
applies a constant intrusion effort, until he succeeds.

4) If the initial condition is
√

d1

RA
<

(
q1

1 + q2
1/2

)
RP

RA + RPq1
1

< 1 (25)

then

x1 = RA

((
q1

1 + q2
1/2

)
RP

RA + RPq1
1

)2

− d1

y1
1 = y2

1 =
(
q1

1 + q2
1/2

)
RARP

(
RA − q2

1RP/2
)

(
RA + RPq1

1

)2 . (26)

a) for scenario 1), i.e., di = d, the right inequality
of (25) is equivalent to

q2
1 < 2RA/RP

and the left inequality of (25) is equivalent to
√

RAd < q1
1RP

(

1 −
√

d/RA

)

+ q2
1RP/2.

Thus, due to the monotonically decreasing nature
of q1

i and q2
i and the fact that d/RA < 1, the

equilibrium strategies are given as follows:

xi = RA

((
q1

i + q2
i /2

)
RP

RA + RPq1
i

)2

− di

y1
i = y2

i =
(
q1

i + q2
i /2

)
RARP

(
RA − q2

i RP/2
)

(
RA + RPq1

i

)2 (27)

for i ≤ k − 1, where k is an integer such that

q1
kRP

(

1 −
√

d/RA

)

+ q2
kRP/2 ≤

√

RAd

< q1
k−1RP

(

1 −
√

d/RA

)

+ q2
k−1RP/2 (28)

and
(

xi, y1
i , y2

i

)

=
(

0,

√

RAd − d,

√

RAd − d

)

for i ≥ k

until the first successful attack;
b) for scenario 2)

d2 = d1 + x1 = RA

((
q1

1 + q2
1/2

)
RP

RA + RPq1
1

)2

.

Fig. 2. Illustration of the monotone convergence of the belief probabilities
over time slots in scenario 1).

Fig. 3. Convergence of equilibrium strategies xi and y1
i = y2

i = yi over time
slots in scenario 1).

Thus, the inequality
√

d2

RA
<

(
q1

2 + q2
2/2

)
RP

RA + RPq1
2

is equivalent to
(
q1

1 + q2
1/2

)
RP

RA + RPq1
1

<

(
q1

2 + q2
2/2

)
RP

RA + RPq1
2

.

This implies that the following inequality has to hold:

1 + q2
1

/(
2q1

1

)

RA
/

q1
1 + RP

<
1 + q2

2

/(
2q1

2

)

RA
/

q1
2 + RP

.

The last inequality cannot hold due to the monotonically
decreasing nature of q1

i and (19).
Thus, the equilibrium strategies are (xi, y1

i , y2
i ) =

(0,
√

RAd2 − d2,
√

RAd2 − d2) for any i ≥ 2 until the
first successful attack.

Fig. 2 illustrates the monotone convergence of the belief
probabilities and Fig. 3 illustrates the equilibrium strategies xi

and y1
i = y2

i = yi for RA = 2, RP = 1, CP = 0.1, CA = 0.1,
d = 0.1, q0

1 = 0.1, q1
1 = 0.7, and q1

2 = 0.2 for scenario 1).

V. CONCLUSION

In this paper, we have considered the following question:
what happens if it is unknown a priori what pattern of behavior
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an adversary is going to use, or in other words, what game he
intends to play (Nash or Stackelberg)? Using a simple game-
theoretic model, we have shown that the protector can lose if
he does not take into account that the adversary can play a
game other than the one the protector has in mind. We have
further shown that incorporating into the protector’s strategy
the possibility that the adversary might play another game
allows the protector to increase his payoff. One of our goals
for the future is to develop a dynamic version of the current
analysis, based on the stochastic game approach, with a more
sophisticated adversary, who can combine an attacking mode
with silent modes.

APPENDIX

Proof of Theorem 1: Note that

d vS
P

d x
= q1RPy

(d + x + y)2
− CP (29)

d vA

d y
= RA(d + x)

(d + x + y)2
− CA. (30)

To find an equilibrium, by (4), (29), and (30), we have to solve
the equations

q1RPy

(d + x + y)2
= CP (31)

RA(d + x)

(d + x + y)2
= CA. (32)

Dividing (31) by (32), and solving the obtained equation for
y implies

y = RA

q1RP
(d + x). (33)

Substituting this y into (32) yields

d + x = RA

(
q1RP

RA + q1RP

)2

.

This, jointly with (33), implies (5) and (6), and the result
follows.

Proof of Theorem 2: By (8), vP(x, BRA(x)) is decreasing for
x ≥ RA − d.

For x < RA − d we have that

d vL
P

d x
= q2RP

2
√

RA(d + x)
− CP.

Thus, if

d vL
P

d x
(0) = q2RP

2
√

RAd
− CP ≤ 0 (34)

then vL
P is also decreasing for x < RA − d, and the optimal x

equals to zero.
If (34) does not hold and

d vL
P

d x

∣
∣
∣
x=RA−d

= q2RP

2RA
− CP ≥ 0 (35)

then vL
P is increasing for x > RA − d, and the optimal

x = RA − d.
If (34) and (35) do not hold, then argx max vP is the unique

root of the equation (d vP)/(d x)(x) = 0, and the result
follows.

Proof of Theorem 3: Note that

d vA

d y1
= RA(d + x)
(
d + x + y1

)2 − CA (36)

and

d EvP

d x
= q1RPy1

(
d + x + y1

)2
− CP

+

⎧
⎪⎨

⎪⎩

q2RP

2
√

RA(d + x)
, x < RA − d

0, x ≥ RA − d.

(37)

Thus, by (36) and (37), 1) follows.
It is clear that for a fixed y1, (d EvP/d x)(x, y1) is strictly

decreasing in x, continuous on [0,∞)\{RA − d}, and discon-
tinuous at the unique point x = RA − d. Thus:

1) if

q1RPy1

(
d + y1

)2
≤ CP − q2RP

2
√

RAd
(38)

then

BRP

(
y1
)

= 0 (39)

2) if

CP − q2RP

2
√

RAd
<

q1RPy1

(
d + y1

)2
(40)

and

q1RPy1

(
RA + y1

)2
≤ CP − q2RP

2RA
(41)

then BRP(y1) = x, where x is the unique root of the
equation

q1RPy1

(
d + x + y1

)2
= CP − q2RP

2
√

RA(d + x)
(42)

3) if (40) holds and

q1RPy1

(
RA + y1

)2
> CP − q2RP

2RA
(43)

and

q1RPy1

(
RA + y1

)2
< CP (44)

then

BRP

(
y1
)

= RA − d (45)
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4) if (40) and (43) hold and

q1RPy1

(
RA + y1

)2
≥ CP (46)

then BRP(y1) = x is the unique root of the equation

q1RPy1

(
d + x + y1

)2 = CP. (47)

Since at least one equilibrium (x, y) exists, to find an equilib-
rium explicitly by 1)–4) we have to consider separately four
cases: 1) x > RA − d; 2) 0 < x < RA − d; 3) x = RA − d; and
4) x = 0.

1) By (36) and (37), the inequality

x > RA − d (48)

holds for an (interior) equilibrium (x, y1) if and only if
(x, y1) is a solution of (47) and

RA(d + x)
(
d + x + y1

)2 = 1. (49)

Following the proof of Theorem 1 implies that the
equilibrium x has to be given by

x = RA

(
q1RP

RA + q1RP

)2

− d.

Thus, x < RA −d. This contradiction to (48) proves that
there is no equilibrium such that (48) holds.

2) By (36) and (37), the inequalities 0 < x < RA − d hold
for an (interior) equilibrium (x, y1) if and only if (x, y1)

is a solution of (42) and (49). Solving (49) by y1 implies

y1 =
√

RA(d + x) − d − x. (50)

Substituting this y1 into (42) yields

q1RP

(√

RA(d + x) − d − x

)

RA(d + x)
= 1 − q2RP

2
√

RA(d + x)
.

(51)

Solving this equation for d + x yields

d + x = RA

((
q1 + q2/2

)
RP

RA + RPq1

)2

. (52)

Substituting d + x into (50) implies

y1 =
(
q1 + q2/2

)
RARP

(
RA − q2RP/2

)

(
RA + RPq1

)2 . (53)

Thus, there is an interior equilibrium if and only if 0 <

x < RA and y1 > 0. These conditions, by (52) and (53),
are equivalent to

d

RA
<

((
q1 + q2/2

)
RP

RA + RPq1

)2

< 1 (54)

and

q2RP/2 < RA. (55)

Since the right-hand inequality of (54) is equivalent to (55),
2) follows. Cases 3) and 4) are obvious, and the result
follows.
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